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ABSTRACT

This study explores RAU-Net convolutional network architecture on satellite images
by classifying geospatial objects on satellite images such as roofs to help in determin-
ing the building density of a specific location. This study developed a satellite image
dataset in the Philippines and trained the dataset in an RAU-Net Convolutional
Neural Network using Tensorflow Keras API. This study proves that U-Networks
with a few datasets and provides acceptable performance scores. Furthermore, a
new way to calculate Building Density in terms of Building Coverage Ratio(BCR)
using satellite images was also presented in this study. The model and the analysis
were integrated into an application that determines the BCR of a specific location
through a satellite map.
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1. Introduction

In recent decades, satellite imaging and remote sensing have been widely employed
to identify land coverage and land usage. Aside from this, analyzing satellite images
could lead to many different fields of study, such as Building Density. The density of
buildings in a community impacts how crowded or built-up it appearsPeiser (2015).
There are two ways to estimate building density: Building Coverage Ratio (BCR) and
Floor Area Ratio (FAR)Pan et al. (2008). BCR refers to the area of the building
divided by the area of the land. The floor space of a structure, when viewed from
above, is referred to as its building area, while FAR refers to the proportion of total
floor area to land area. The total floor area of a building is the sum of all the floor
space. However, in this study, Building Coverage Ratio will be used to estimate the
building density.

Techniques and tools were developed to solve complex real-world problems such
as remote sensing and analysis of satellite images, especially in Artificial Intelligence
(AI). One of the current trends in AI that is rapidly evolving is computer vision.
Computer vision is an artificial intelligence field that trains computers to interpret
and comprehend the visual world. It also allows machines to recognize and classify
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objects accurately and respond to what they see, using digital images from cameras
and videos. Some techniques evolved, such as Image Classification, Object Detection,
Image Segmentation, etc. Also, advanced computer vision techniques evolved over the
years, and these techniques could be implemented using deep learning models that
have developed significantly in the last decades.

Deep learning is an Al feature that imitates the human brain’s workings in pro-
cessing data for object detection, speech recognition, language translation, and deci-
sion making. Many deep learning model architectures were developed to improve this
concept further. Nevertheless, this analysis will concentrate only on a particular ar-
chitectural model of deep learning, the U-Net. U-net was initially developed and used
mainly for the segmentation of biomedical images. Its architecture can be commonly
seen as a network of encoders followed by a network of decoders.

Nonetheless, numerous successful uses of U-Net have been seen in various challenges
and researches, especially in satellite image segmentation. Satellite Image Segmen-
tation image involves detecting and classifying geospatial objects such as buildings,
roads, cars, trees, etc., within the image. However, in the Philippines, no dataset was
developed, and only several pieces of research or studies were conducted on satellite
image segmentation. Improvements in U-Net architecture was seen in studies. One of
which is Residual Attention U-Net (RAU-Net).

This study aims to train a Residual Attention U-Net Convolutional Neural Network
(RAU-Net) Model using satellite images in the Philippines by classifying geospatial
objects such as roofs to help determine the building density in a specific location.

This study is structured as follows; Section 2 explains the literature and studies
related to the topics of this study. Subsequently, Chapter 3 presents the theories and
concepts to understand the existing knowledge related to the topic of the study. Chap-
ter 4 expounds on the research process, deep learning model, and evaluation metrics
used in the conduct of this study. Chapter 5 elucidates the experimental results of
the study guided by the research process by explaining each phase. Lastly, Chapter 6
discussed the summary and contributions of the study as well as the recommendations
for future researches.

2. Literature Review

2.1. Building Density

Densification inwardly constructs the city is then seen as a housing strategy while
battling the propensity of cities to spread and reclaim valuable lands. Swedish National
Board of Housing (2017)

Some books and studies presented why density is important, such as in the book
Higher-Density Development: Myth and Fact Haughey (2005), which presented some
facts about high-density development: (1) there is a rising diversity of populations. To-
day, many families favor homes of greater density, including suburban areas; (2) people
from any income level prefer housing with higher density; and (3) higher density devel-
opment fascinates good residents and tenants and copes with emerging communities.

The population density is growing in accordance with extreme internal and exter-
nal relocation of individuals to major cities. As a result, a growing number of new
multi-story constructions and high-rise structures and high-speed expansion of the
engineering and transportation infrastructure Giyasov and Giyasova (2018). These in-
frastructures can be measured by building density, an important measure of population



distribution since all human beings dwell and perform operations in buildings Zhou
et al. (2016).

Building density is an important factor for urban design, planning, management,
and urban environmental studies Pan et al. (2008);Yu et al. (2010). Such is the study
of Rode et al. (2014), it was revealed that built type and density are among the
most significant factors when it comes to per capita carbon emissions. Comp compact
and tall building styles were found to have the highest heat-energy efficiency at the
neighborhood scale, while detached housing had the lowest. This was also supported
by Resch et al. (2016), which agree that for low urban energy usage, a much denser
and taller city layout than what is currently common in cities appears to be optimal.

In measuring building density, there are indicators in measuring building density
such as Floor Area Ratio (FAR), which is the ratio of the gross floor area of all buildings
to the total area of the interest area, and Building Coverage Ratio (BCR), which is the
ratio of the total standing area of all buildings to the total area of the interest area Pan
et al. (2008). Some studies used different approaches such as Geographical Information
System (GIS) that was utilized in the study of Ye and Van Nes (2013) in visualizing and
quantifying spatial properties such as density of buildings, etc. in urban maturation
processes. Aside from this, Meinel, Hecht, and Herold (2009) used GIS to compute
building density by filtering outbuilding stock utilizing digital image processing. The
general physical structure and block boundaries are then classified after the buildings
are surveyed, their relationships with neighboring buildings are also interpreted. After
which, density can now then be calculated either for the block boundaries or a reference
geometry of one’s choice. Further settlement structure parameters can be determined
by combining building form with standard reference density values for floor number
and building area-related dwelling and occupant densities. Another advanced approach
is in the study of Yu et al. (2010), in which building density indicators are numerically
and automatically derived from high-resolution airborne LiDAR data. These studies
are some of the many approaches employed in measuring building density which gave
insights to a researcher in the conduct of this study.

2.2. Deep Learning in Extracting Region of Interest (ROI)

ROI extraction was used in many ways to recognize the object in a picture, including
medical imaging, security monitoring, database, and remote sensing imagery Kiadtiko-
rnthaweeyot and Tatnall (2016). One of the popular techniques in ROI extraction is
Image segmentation. It is the process where an image is partitioned into several seg-
ments. It is usually used for finding representations of objects and boundaries Tan
(2016). This technique is also a central subject in image processing and computer
vision, among many others, applications such as scene recognition, medical imaging
research, robotic perception, video detection, virtual reality, and image compression,
Minaee et al. (2020). Many techniques on image segmentation were used to solve dif-
ferent real-world problems such as k-means and subtractive clustering Dhanachandra,
Manglem, and Chanu (2015); different thresholding methods such as spatial Mardia
and Hainsworth (1988), histogram Tobias and Seara (2002), recursive Cheriet, Said,
and Suen (1998); region growing Shih and Cheng (2005) and many others. However,
deep learning networks have created a new generation of image segmentation mod-
els over the past few years with impressive performance improvements, achieving the
highest accuracy rates, which results in what many consider to be a paradigm shift in
the field.



Many deep architectural networks were utilized in image segmentation. One of many
networks is the SegNet Badrinarayanan, Kendall, and Cipolla (2017). SegNet can solve
various image segmentation problems, particularly in brain tumor segmentation Alqaz-
zaz et al. (2019), colon gland segmentation Tang, Li, and Xu (2018), oil spill detection
Guo, Wei, and An (2018), etc. Nonetheless, it was also utilized on satellite image
segmentation Barthakur and Sarma (2019); Zhu et al. (2018). Another common net-
work architecture used in image segmentation is Fully Convolutional Networks (FCNs)
Long, Shelhamer, and Darrell (2015). FCN were also used for semantic segmentation
to analyze VHR remotely sensed images Sun and Wang (2018), slum areas Wurm et al.
(2019) and building extraction Li et al. (2018).

Another popular architectural network in image segmentation is U-Net. U-Net is
a convolutional neural network that was originally designed to segment biomedical
images Ronneberger, Fischer, and Brox (2015a). The advantage of U-net to other
models is that from very few images, the network can be trained end-to-end and
outperforms the best method developed before this.

With the high IoU results achieved by the U-Net, many pieces of research utilized
U-Net in different applications such as detection of a brain tumor Dong et al. (2017),
cell counting, detection, and morphometry Falk et al. (2018), Pulmonary nodules seg-
mentation Tong et al. (2018), etc. Many kinds of research also explored U-Net by
rethinking the u-net architecture or merging it to other techniques such as nested u-
net Zhou et al. (2018), U-Net with VGG11 Encoder Iglovikov and Shvets (2018), and
many others.

Throughout the literature, there is a piece of consistent evidence that U-Net can be
used in other fields aside from bio-medicine and can be trained with a small number
of datasets which could help in attaining the objectives of this study.

2.3. U-Net and its Advancements

Apart from using U-net in biomedical images, it has also been shown that U-net can be
used in other application fields. Nowadays, U-Net is also being employed on satellite
image segmentation. The study of Ivanovsky et al. Ivanovsky et al. (2019a) used U-net
to detect buildings on aerial images. The result shows that U-net performed well in
the segmentation with 96.31% accuracy against LinkNet, which gets the only accuracy
of 95.85%. AlexNet was also outperformed by U-net in the study of Freudenberg
et al. Freudenberg et al. (2019a) on the detection of large-scale palm trees, having
88.6% accuracy against 75%. Besides, the study Bai et al. Bai, Mas, and Koshimura
(2018) explored u-net in operational satellite-based damage-mapping and achieved an
accuracy of 70.9%. Many other kinds of research and studies exploring the u-net have
not been mentioned in this study. Nonetheless, the aforementioned studies prove that
U-Net has been one of the best architecture in deep learning image segmentation.
These facts led the researcher to use the u-net as network architecture for this study.

Today, U-Net was improved by integrating more blocks and functions to further
improve its performance, one of the recent advancement of U-Net is Residual Attention
U-Net (RAUNet). RAUNet was implemented in numerous paper such as the study of
Chen, Yao, and Zhang (2020) for automated multi-class segmentation of COVID-19
chest CT images; extraction of liver and tumor in CT scans Jin et al. (2020); and nuclei
segmentation in histology images Zeng et al. (2019) which has achieved competitive
results in image segmentation.



3. Theoretical Framework

3.1. Satellite Images

According to Wu et al. (2019), when compared to conventional images, satellite im-
agery contains more organized and uniform data. It also contains rich context infor-
mation such as roofs, buildings, roads, etc. This was supported by Ohleyer and Paris-
Saclay (2018) which used two semantic classes, the building and the not building, in
his study on segmentation of satellite images which is also the focus of this study.
There is much available satellite imagery dataset. However, the location of these satel-
lite imagery is limited to a specific location globally, and there is no publicly available
dataset for the Philippines. Hence, in this study, the dataset will be collected and will
be manually labeled by humans. Hernandez also used this technique Hernandez (2019)
in semantic segmentation of Mammographies. Furthermore, only a few studies were
conducted on the analysis of Philippine Satellite Images, such as the study of Tingzon
et al. (2019) which estimates the poverty in the Philippines using satellite images and
crowd-sourced geospatial information. Mentioned above are the influential studies that
support the concept and the gaps that will be addressed in this study.

3.2. Data Augmentation

Another useful technique to further improve the number of data is Data augmentation.
According to Lux (2018), data augmentation is a technique often used when a training
dataset is too small. The goal is to produce new data from the same distribution
of probabilities as test samples to increase the efficiency of the neural network. In
addition, a variety of functions are expanded by creating new samples in the training
dataset by this method. Many methods of data augmentation are based on random
improvements to current samples Lux (2018).

3.3. U-Net Model

Ronneberger, Fischer, and Brox (2015b) developed the U-Net architectural model
shown in Figure 1 at the Computer Science Department of the University of Freiburg,
Germany, to segmentation biomedical images. Despite that it was developed to seg-
ment biomedical images, further testing and researches proved that it could be used
in other fields such as satellite image segmentation. U-Net consists of two paths, the
encoder, and the decoder path. Encoder path, which captures the context of the fea-
ture maps that produce the image. The encoder path is nothing more than a stack of
convolution layers and max pooling. The encoder path is composed of four (4) blocks.
Each block consists of two 3 x 3 convolution layers plus a ReLLU activation function
with batch normalization and one 2 x 2 max-pooling layer. In the decoder path, using
transposed convolutions, the decoder path used to allow precise localization. The de-
coder path consists of 4 blocks. Each block contains a deconvolution layer with stride
2, concatenation with the corresponding cropped feature map from the contracting
path, and two 3 x 3 convolution layers plus ReLU activation function with batch
normalization.

Many implementations have proven that U-net contributed significantly to the field
of image segmentation stipulated in the literature review. The original paper has
achieved an IToU average of 92% on PhC-U373 and 77.5% on DIC-HeLa datasets sur-
passing the IoU rating of other models. Moreover, in the study of Hernandez Hernandez
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Figure 1. U-Net Architectural ModelRonneberger, Fischer, and Brox (2015b)

(2019), it was proven that U-Net could learn with just a few labeled images that are
well suited for image segmentation in different fields, especially in satellite image seg-
mentation presented in the study of Ulmas and Liiv (2020); Freudenberg et al. (2019b)
with the accuracy of 74.9% and 93.9%, respectively. Given all the advantages of the
U-Net model, the U-Net model will be used as the convolutional neural network ar-
chitecture in this study and could be implemented in Tensorflow introduced by Abadi
et al. (2016). TensorFlow is a dataflow software library and programming that can be
distinguished between various activities. Tensorflow is a library that is also used in
machine learning like neural networks. TensorFlow provides developers new optimiza-
tions and algorithms for model training and evaluation. TensorFlow can be used to
develop and train the U-Net Model easily and effectively.

3.4. Residual Attention U-Net (RAUNet)

Today, many advances of U-Net architecture has been implemented by various schol-
ars in different fields such as Residual Attention U-Net (RAUNet) Ni et al. (2019).
RAUNet is a U-Net architecture integrated with Residual Layer and Attention Layer.
Residual U-Net (ResUnet) was introduced by Zhang, Liu, and Wang (2018) for road
extraction. ResUnet shown in Figure 2 makes the U-Net network training easier. Fur-
thermore, the skip connections within a residual unit and between low and high levels
of the network will facilitate information propagation without degradation, allowing a
neural network to be designed with far fewer parameters while still achieving compa-
rable or even better semantic segmentation performance.

On the other hand, Attention U-Net was also developed by Oktay et al. (2018) for
Pancreas segmentation by applying attention gate (AG) model. In the proposed AG
shown in Figure 3, the attention coefficients («) produced are used to scale the input
features (z!). The activations and contextual information supplied by the gating signal
(g9), which is gathered on a coarser scale, are used to identify spatial areas. Trilinear
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interpolation is also used to grid resample attention coefficients.
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Figure 3. Attention Gate

3.5. FEwvaluation Metrics

For tasks such as segmentation, object detection, and tracking, intersection over union
(IoU), also known as the Jaccard index, is one of the most common evaluation metrics
developed Jaccard (1912). To apply Intersection over Union in evaluating the predic-
tion of a segmented image, more formally, the Equation 1 will be followed. A will set
as the ground truth image, and B will set as the predicted image. Simply, by getting
the intersection value between A and B and divide it with the union value of A and B.

|AN B

TolU —
U= 103

(1)

Another common evaluation metric is Dice Coefficient developed by Sgrensen
(1948). Dice Coefficient is similar to IoU however, Dice Coefficient doubles count the



intersection shown on the Equation 2.
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Furthermore, model will also be evaluated using Macro F1 shown on Equation 3.
Macro F1 is the harmonic mean between precision and recall, where the average is
calculated per label and then averaged across all labels.

N
1
Macro Fl-score = N z{; F1l-score; (3)
i

F1 Score shown on Equation 4 is being computed as . This is the harmonic mean of
Precision and Recall, and it provides a more accurate picture of instances that were
erroneously categorized than the Accuracy Metric.

(Precision - Recall)

F18S =2-
core (Precision + Recall)

(4)

Precision shown in Equation 5 is the ratio of correctly predicted positive observa-
tions to the total predicted positive observations.

Precisi TruePositive (5)
recision =
(T'ruePositive + FalsePositive)

Recall shown in Equation 6 is the ratio of correctly predicted positive observations
to the all observations in actual class.

Recall TruePositive (6)
ecall =
(T'ruePositive + FalseNegative)

3.6. Building Detection

Similar to this study is the paper of Ivanovsky et al. (2019b) which segments Inria
satellite images in detecting buildings using U-Net however, the dataset was only in
selected USA locations with a Sorensen-Dice coefficient (DSC) of 77%. Hence, this
study wants to address the gap in which there is no current exploration or study on
building detection of locations in the Philippines using U-Net.

On the analysis of building density, according to Pan et al. (2008), Building Coverage
Ratio (BCR) is generally computed by the ratio of the sum of the areas of all building
denoted with F divided by the area of land they occupy denoted by A shown on
Equation 7.

BCR=Y FJA (7)



Furthermore, the study of de Bellefon et al. (2019) introduced a new dartboard
technique for delineating urban areas based on comprehensive building location details,
which is implemented using a map of all buildings in France. The new methodology
introduced gives a new foundation on how to measure building density. However, the
process is tedious and requires a lot of work. Hence, this methodology will be improved
by adding additional methods to compute the building density using the segmentation
of satellite images.

4. Methodology

This study will follow the process enumerated below to attain the objectives of this
study. The process is compacted phases viz, dataset gathering, data processing, aug-
mentation supervised learning, model evaluation, and building density metric.

(1) Dataset Gathering. In this phase, the collection of data will be conducted.
Satellite images will be scraped from different random locations in the Philip-
pines.

(2) Data Pre-processing and Augmentation. After which, the collected images
will be labeled. Once the labeling is done, the dataset will be processed and
arranged according to the input specification of the model.

(3) Supervised Learning. Subsequently, once the dataset was established, training
of the model will be conducted through supervised learning. Model training aims
to find a collection of weights and biases with low losses, on average, across all
classes.

(4) Model Evaluation. After training and testing, the model’s accuracy will be
evaluated to estimate the generalization accuracy of a model on future data.

(5) Building Density Metric. Ensuring that the model works properly, achieved
a high accuracy percentage based on the evaluation, the model will be deployed
considering an intuitive and user-friendly approach in this phase.

4.1. Data Gathering

Figure 4. Sample of Satellite Image Dataset

Since there is no readily available satellite image dataset for the Philippines, this
study collected 200 RGB-Satellite images in JPEG format using Google Earth Pro on
random places in the Philippines, such as urban cities like Manila and Pasig, provinces
such as Laguna and Cavite, etc. shown on Figure 4. Images were saved in a resolution



of 3840x2160(4K UHD) pixels, resized, and cropped to 2160x2160 pixels using Python
code.
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Figure 5. Labelling of Image Dataset

After the collection, these satellite image datasets were uploaded to Labelbox La-
belbox (2020) to manually label the building roofs and decks are shown in Figure 5.
After labeling, Labelbox automatically generates a mask for the labeled satellite im-
age, and the data were exported to a JavaScript Object Notation (JSON) file. Since
the image and generated mask cannot be exported in image form, the researcher has
written a Python code that parses the exported JSON file and automatically arrange
and download the image dataset and the labeled mask. The code will arrange the
dataset as a ready input for the model.

4.2. Dataset Pre-Processing and Augmentation

The image and mask dataset was pre-processed to 256x256 pixel and converted into
NumPy array with 256 x 256 x 3 shape for satellite image and 256 x 256 x 2 shape
for mask image in Figure 6.
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Figure 6. Pre-processed Image Dataset

Subsequently, the one hundred and forty image data was augmented by rotating,
horizontally flipping, and vertically flipping to produce more input image data shown
in Table 1. Data augmentation help reduce overfitting when training a model.

Table 1. Training and Testing Dataset Size

Dataset Original ~ Augmented
training dataset 140 700
validation dataset 60 300
Total 200 1000

4.3. Supervised Learning

In extracting the ROI in an image, supervised learning will be used to map an input
satellite image to an output based on trained input-output pairs (satellite image and
ground truth mask).

On each block of architecture, a dropout of 10-30% was added to ensure that the
model will not overfit. Overfitting occurs when a model forecasts an overly noisy trend
of data. This is due to a model with too few parameters, which is overly complex. An
overfitted model is wrong, as the trend does not represent the reality in the data.

Deep neural networks require the stochastic optimization of the gradient so that
the cost function of their parameters is minimized. To estimate the parameters, we
have adopted the adaptive time estimator (Adam). Adam typically uses the first and
second phases of gradients to update and correct the average moving gradients. The
model was trained with the same parameter in 100 epochs with batch size of 5. Since
the researcher has no high-end device in training the model, Google Colab Pro was
used to train and test the models which provide faster GPUs.

Also, to measure how good the prediction model predicts the expected outcome,
this study used the binary cross-entropy as the loss function since the prediction is
in binary form. Cross-entropy for a binary or two-class prediction problem is actually
calculated as the average cross-entropy across all examples.

4.4. Model Evaluation

To evaluate the model, intersection over union (IoU), Dice Coefficient, Macro F1,
Precision and Recall will be used to measure the model’s overall performance. This
metrics is substantial measure of how well a model of image segmentation performs in
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Table 2. Building Coverage Pixel Ratio Scale.

Building Coverage Pixel Ratio(%) Density Classification

81-100 High Density

61-80 Medium-High Density
41-60 Medium Density
21-40 Medium-low Density
0-20 Low Density

all the classes the model would like to identify.

4.5. Building Density Metric

In this study, BCR will be computed using the Equation 8 by getting the total number
of pixel of segmented building pSl and divide it by the total number of pixel of the
original image pOl shown on Equation 8 since the study is limited to unlabelled density
on satellite image dataset.

1
BuildingCoveragePizel Ratio(%) = %xlOO (8)
p

It will be assessed using the Five-Point Scale to determine the assessment crite-
ria of the segmented image Landcom (2011). Categories consist of low, medium, and
high density. Two categories were added, medium-high density and medium-low den-
sity. Since there are five classifications, the range is statistically computed for each
classification shown in Table 2.

Subsequently, it will be applied to a system to make the model and the analysis more
intuitive and user-friendly. Flask, a python microframework, and web technologies such
as HTML, CSS, etc., will be used to utilize and integrate the model into the system
easily.

5. Experimental Results

5.1. Model Performance

Table 3. Segmentation Performance of RAU-
Net against Base U-Net

Method  Dice(%) IoU (%) Macro F1 (%) Param
U-Net 83.14 77.70 87.76 31.40M
RAUNet 86.43 80.30 90.03 39.09M

After the training, the model was evaluated using the testing dataset. Table 3 shows
that RAUNet outperforms the base U-Net including the U-Net with Attention and
U-Net with Residual with performance scores of 86.43%, 80.30%, and 90.03% in Dice
Coefficient, IoU and Macro F1, respectively. The training time reaches to approxi-
mately 1 hour with 39.09 million parameters. Figure 7 is the vizualization of RAU-Net
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Segmentation Result. On the first column is the satellite image, ground truth mask
on the second column, and segmentation result on the third column.

5.2. Ablation Study

Table 4. Segmentation Performance of Abla-
tion Study

Method  Dice(%) IoU (%) Macro F1 (%) Param

U-Net 83.14 77.70 87.76 31.40M
AU-Net 84.80 78.94 88.86 37.33M
RU-Net 86.22 80.14 89.97 33.15M
RAUNet  86.43 80.30 90.03 39.09M

This study also tries to determine the performance score of each added components in
U-Net. We have conducted a separate training for the added Attention component and
Residual component. The training parameters were identical to ensure establish a fair
comparison. Table 4 shows that U-Net with Residual achieved performance scores of
86.22%, 80.14%, and 89.97% in Dice Coefficient, IoU, and Macro F1, respectively with
a 33.15 million parameters. For the U-Net with Attention, it has achieved performance
scores of 84.40%, 78.90%, and 88.86% in Dice Coefficient, IoU and Macro F1, respec-
tively with 37.33 million parameters. It also shows that the two added component in
base U-Net plays a significant role in improving the performance of the model.

5.3. Model Testing

The model was tested by inputting new data, shown in Figure 7 are the sample image
and the segmented result. The first column is the input satellite image, the ground
truth mask is shown on the second column, and the segmented image using the model
is shown on the third column. It shows that the model is segmenting the satellite image
correctly validated by good accuracy scores.

5.4. Model Application

Ensuring that the trained U-Net Model obtained a high segmentation accuracy, an
application coined as BuilDense was developed to test the model on a real map. Fig-
ure 8 is the actual screenshot of the application, which shows the satellite map on the
right part. The application also has the capacity to search for locations and automat-
ically set the satellite map. The map is set to default minimum zoom of 16. Based
on Mapbox, the geographical distance is 1.194 meters/pixel (3.92 feet/pixel). It can
also be adjusted up to 17, which the geographical distance is 0.597 meters/pixel (1.96
feet /pixel). Once the analyze button is clicked, a segmentation result will appear on
the right part and the building pixel density.

6. Discussion and Conclusions

In this study, the main goal is to train a RAU-Net model using Philippine Satellite
Images by segmenting geospatial objects such as roofs to predict the building density
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Figure 7. RAUNet Model Visualization of Segmentation Result
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Figure 8. BuilDense Application

automatically.

Satellite Images were collected using Google Earth Pro in different locations in
the Philippines, such as Laguna, Cavite, etc., and manually labeled by humans using
Labelbox to generate ground truth mask images. A total of 200 satellite images were
collected, which is relatively small compared to the other publicly available dataset.
However, the satellite image dataset and the ground truth mask were augmented to
produce more image datasets. After the augmentation, the image dataset increased to
400%.

A Residual Attention U-Net (RAU-Net) model was trained using the satellite im-
age dataset and the ground truth mask as the input to the model. The trained model
automatically detects building. The accuracy of the trained U-Net model was deter-
mined by getting the Macro F1, Intersection over Union and Dice Score as the chosen
evaluation metrics. After a tedious training process, the trained U-Net model achieved
performance scores of 86.43%, 80.30%, and 90.03% in Dice Coefficient, IoU and Macro
F1, respectively.

Moreover, an application coined as BuilDense was also developed to test the trained
U-Net Model into a live map using Flask, a python micro-framework combined with
web technologies such as HTML, CSS. This study also presents a way to calculate
the building density by calculating the building coverage pixel ratio of the segmented
image.

After a thorough analysis of the study, our future work would be improving the
number of the image dataset since the number of developed Philippines satellite im-
ages is relatively small. Also, The researcher focuses on Residual Attention U-Net
Convolutional Neural Network, one of many other segmentation techniques hence we
would be testing the dataset on other state-of-the-art image segmentation techniques.
Another limitation of this study is that it was focused on the Building Coverage Ratio
(BCR) hence, the researcher would also further extend the study by analyzing Floor
Area Ratio (FAR) using satellite images or other data available.
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